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Abstract

Underground forums allow users to interact with communities focused on illicit activities. They serve as an entry point for actors
interested in deviant and criminal topics. Due to the pseudo-anonymity provided, they have become improvised marketplaces for
trading illegal products and services, including those used to conduct cyberattacks. Thus, these forums are an important data source
for threat intelligence analysts and law enforcement. The use of multiple accounts is forbidden in most forums since these are
mostly used for malicious purposes. Still, this is a common practice. Being able to identify an actor or gang behind multiple
accounts allows for proper attribution in online investigations, and also to design intervention mechanisms for illegal activities.
Existing solutions for multi-account detection either require ground truth data to conduct supervised classification or use manual
approaches. In this work, we propose a methodology for the large-scale identification of related accounts in underground forums.
These accounts are similar according to the distinctive content posted, and thus are likely to belong to the same actor or group. The
methodology applies to various domains and leverages distinctive artefacts and personal information left online by the users. We
provide experimental results on a large dataset comprising more than 1.1M user accounts from 15 different forums. We show how
this methodology, combined with existing approaches commonly used in social media forensics, can assist with and improve online
investigations.
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1. Introduction

Nowadays, the Internet is present in many areas of our so-
ciety. Such digital transformation also allows for illegal and il-
licit activities, which frequently flourish in online underground
communities. Some of the factors that favor these activities are
the anonymity, the difficulty for prosecution, the high-reward to
low-investment ratio, and the simplicity to acquire and use tools
to carry on malicious actions [1, 2]. In this regard, underground
forums and markets play a key role, as they are one of the main
platforms where these communities interact [3, 4].

Underground communities can be divided into two main
categories, depending on the types of goods and services traded,
the anonymity factor, and the difficulty to reach and join them [5].
On the one hand, markets and forums on the Dark Web special-
ize in the exchange and discussion related to illegal goods (e.g.,
drugs, weapons, or child abuse material). Operators and users
of these communities wary of their privacy, and thus these are
often accessed through anonymous networks or darknets such
as Tor or I2P. Some of these forums are private and can only
be accessed by invitation [6]. On the other hand, other under-
ground forums operate in the regular, surface web (i.e., they
are indexed by popular search engines), and are easier to ac-
cess. In these communities, the illegality of the materials is
relatively lower and usually disguised. For example, malware
known as RAT (which can either stand for “Remote Access
Tool” or “Remote Access Trojan”), which is usually packed

as binary trojans, is offered as an auxiliary administration tool
that allows users to control their computers remotely [7, 8].
Also, stresser services, allegedly used to test the network re-
sistance to large traffic loads, are used to perform Distributed
Denial of Service Attacks (DDoS) [9]. Access to these com-
munities is open to anyone, though sometimes it requires a
registered account [10, 11]. Also, members in these forums
might be less concerned about their privacy, and indeed some-
times they post personal credentials, like their personal e-mail
addresses or Skype handles [12]. Still, some of these forums
have been linked to high-profile cyberattacks, like the DDoS
attacks on October 2016 against a major DNS provider that af-
fected large companies like Twitter, Amazon or the New York
Times [13, 14].

Motivation. According to their Terms of Service, most un-
derground forums forbid the use of multiple accounts, unless
they are used to dispute the banning of the original, in which
case the link between both original and alternate accounts must
be explicit. However, users can create and use more than one
account to take advantage of each other. For example, they
could use those accounts to game the reputation system1, [18].
Also, by increasing and decreasing the price of goods, product

1In general, trust among users is highly dependent on reputation. Given the
lack of ruling authority, this reputation system has a distributed model where
each user can increase or decrease the reputation of others, and users are typi-
cally more inclined to acquire goods from trusted sellers [15, 16, 17].
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sellers influence the market causing competitors to leave the
marketplace [17]. Another motivation to create additional ac-
counts is to diversify their activities (e.g., by opening accounts
on multiple forums, being used to offer the same products or
services). This way they can keep their market operative even
if the accounts are banned, or the reputation in some forum suf-
fers a degradation. For those forums that relax their terms with
respect to the use of multiple-accounts, this fraudulent activity
is also prosecuted and forbidden. Finally, from the prosecution
point of view, especially if the activities involve illegal actions,
users might create multiple accounts to thwart law enforcement
investigations and prevent attribution [19].

Various works in the literature deal with the detection of
Sybil attacks in social media [20, 17, 21, 22]. In these attacks,
miscreants create and use multiple accounts to commit mali-
cious actions by automatic means (i.e., bots). These accounts
can be distinguished by patterns in their social relations [20] or
metadata [23]. Detection of bot-based related accounts assumes
that they interact with each other in isolated clusters, with few
links to regular-user clusters in the social network [20]. How-
ever, the pursued goal in this research is to detect highly in-
teracting accounts typically operated by humans, where the as-
sumptions for bot-based detection do not hold.

Previous works have proved the efficacy of using text anal-
ysis for multi-account detection in social media [18, 24, 25].
However, these methods have two main drawbacks. First, they
rely on ground truth data to fine-tune the detection methods or
to conduct supervised classification. Second, they suffer from
scalability issues. For example, the efficacy and effectiveness
of Doppelgänger-finder (a state-of-the-art stylometry analysis
tool [18]) decreases when more than 50 pairs of accounts are
analyzed simultaneously [24].

Due to the aforementioned limitations in the detection of re-
lated accounts, current efforts use simple strategies (e.g., rely-
ing on previously known information [4], or assuming that users
use the same pseudonym across forums [26]). These strategies
do not work for users willing to hide their double identity [18].
Moreover, analyzing data from underground forums involves
processing hundreds of thousands of accounts, out of which
only a few might be of interest.

As a motivating example, the operator of Silk Road (a now-
defunct dark market) was de-anonymized once he posted his
personal email in a bitcoin forum, using the same pseudonym
as in a chat room where a few months after he was advertis-
ing the market [27]. While this was paramount to start col-
lecting further evidence and to prosecute the suspect, the ana-
lyst (a tax investigator) claimed that “he had spent much of the
weekend [..] scrolling through arcane chat rooms and old blog
posts”. Thus, providing automatic tools capable of processing
such large datasets is of great benefit to assist analysts during
their investigations (e.g., to detect actors that post the same in-
formation using different pseudonyms and online accounts).

Contributions. In this work, we present a methodology to
identify related accounts in underground forums at scale. The
scope of our methodology is for accounts that post the same
distinctive features. These features are infrequent in the posts
made by these accounts and can be used to characterize the

actors. The selection of features relies on heuristics and ex-
pert knowledge related to credentials and characteristic infor-
mation publicly posted by users, such as Skype users, emails,
or IP addresses. Our methodology first applies a feature ex-
traction process to automatically gather and sanitize features
from the raw posts written in the forums. Second, it performs
data reduction by removing features appearing with high fre-
quency or which are meaningless. Finally, it leverages the coin-
cidences in the remaining features to compute a similarity score
for each pair of users. Concretely, we propose a new metric
called Multi-Feature Similarity (MultFS) score (§3.4), which
takes into account both the number of coincidences between
pair of accounts and the rarity of these in the dataset.

We have applied our methodology to a large dataset com-
posed by data from different forums. We extract pairs of users
who share relations between them, both in the same forum and
across different forums. Related accounts do not necessarily be-
long to the same person, and in Section 4 we show how the pro-
posed methodology can be combined with existing techniques
to assist in online investigations for authorship attribution. Due
to the lack of ground truth for validating our results, we ap-
ply stylometry analysis to a subset of accounts and also con-
duct manual analysis. Finally, we provide some case studies
resulted from our manual validation, which shows the potential
benefits of the proposed methodology to study the use of mul-
tiple accounts in underground forums. In summary, we present
the following contributions.

1. We propose a methodology to derive relationships be-
tween forum users at scale. The methodology relies on
information publicly posted by users and that, either alone
or in combination, characterize them uniquely. For ex-
ample, such information include IP addresses, email ad-
dresses, cryptocurrency wallets, or Skype handles (§3.1).

2. We define novel metrics to compare pairs of accounts us-
ing all extracted features. These metrics consider the rar-
ity (i.e., how prevalent a feature is in the entire dataset)
and uniqueness (i.e., how relevant a feature is for a given
pair of accounts) of the features. To deal with large datasets,
we propose a technique to compare users efficiently by
applying vectorization techniques (§3.3). We then pro-
pose the MultFS score, which aggregates the various met-
rics into a single value (§3.4).

3. We apply the methodology on a large dataset of more
than 56M posts made by 1.1M accounts in 15 different
underground forums (§4). We first analyze the perfor-
mance speed-up of our methods against a baseline ap-
proach. Second, we combine our methodology with So-
cial Network Analysis and looking at username similari-
ties to investigate whether pairs of accounts belong to the
same user or not. Third, we validate our results by con-
ducting stylometry analysis on a subset of pairs of related
accounts and by manually analyzing some of these. Fi-
nally, we describe case studies on some interesting pairs
of accounts, which undercover different relationships be-
tween users, like commercial partnerships for selling prox-
ies, or accounts being victims of doxing attacks, where
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the user behind the account is de-anonymized and its per-
sonal information (e.g., home address, family details, etc.,)
are exposed publicly [28].

We conclude with the discussions of the limitations, poten-
tial applications, and ethical issues in §5. Finally, to foster re-
search on this area and to allow for reproducibility, we release
open-source the prototype used in our experiments.2

2. Background and Related Work

In the last years underground forums have become a place
of interest for researchers for several reasons. First, they are
an interesting source to study cybercrime activities, such as
software or services used for cyberattacks [3, 29, 6, 30, 1],
or the social aspects of the offenders [16, 12, 31]. Addition-
ally, some actors prosecuted by law enforcement were active
members of these forums [4]. For example, it has been demon-
strated that information related to attacks on critical infrastruc-
ture was shared in online forums before the actual attacks took
place [29]. Various economic and social factors influence the
activities in these forums [6]. For example, various authors
have analyzed the role of trust and reputation systems in on-
line communities [16, 15]. Additionally, manual analysis by in-
dividual security researchers unmasked actors in underground
forums related to banking malware [19], or the authors behind
the well-known Mirai botnet [14]. While these analyses are
insightful and can be used to understand the type of activities
carried out in underground communities, the methods do not
scale and are hardly applicable to other cases. Moreover, the
lack of ground truth about users and the limitations of acquiring
data from underground forums, thwart large-scale cybercrime
research [10, 31].

Previous works have addressed the detection of bots in so-
cial media [20, 32, 17, 21, 22]. However, the problem addressed
in our work is different since we do not assume that related ac-
counts are (only) from bots, but from actual humans, and thus
they might resemble actual human behavior. Stylometry analy-
sis has been previously used to identify social media accounts
operated by the same user [18, 24, 25, 33]. The seminal work by
Afroz et al. proposed Doppelgänger-finder, a stylometry anal-
ysis tool focused on detection of duplicate accounts from the
same user in underground forums [18]. This tool provides a
probability score of each pair of accounts being from the same
user, and it has been successfully applied to other domains such
as Blogs or Social Networks [24]. One limitation of this tech-
nique is that it does not scale well to large datasets (e.g., it is
computationally expensive for more than 50 accounts [24]), and
also requires ground truth to establish the thresholds. Zhang et
al. combined stylometry analysis with image analysis and ‘At-
tributed features’ (i.e., PGP keys, username, and contact infor-
mation) to detect multiple accounts from the same vendors in
Darknet Markets [33] and applied to medium-size datasets of
5.4k vendor accounts. Also, the authors relied on contact infor-
mation from the profile pages. However, users willing to hide

2https://github.com/anonymous-png/MultFS.git

their double identities are likely to change such information. Tai
et al. used similar information and a Machine Learning classi-
fier to detect duplicate vendor accounts in adversarial settings,
i.e., considering that the users behind the accounts attempt to
evade their linkage [34] While these approaches are similar to
ours, authors rely on personal information commonly found in
markets (e.g., pictures or PGP keys) but not necessarily in fo-
rums.

Tsikerdekis et al. used non-verbal features to detect multi-
accounts in Wikipedia [35]. The approach relied on metadata
left by the users, like the number of revisions done, the bytes
added/removed or the time elapsed between these. As the au-
thor state, one of the challenges in this approach is the identi-
fication of non-verbal variables that need to be considered, and
that these might require changing the implementation or design
of the proposed method (which is only adapted to Wikipedia).
In our work, we have designed the feature selection and extrac-
tion as an independent process from the rest of the methodol-
ogy, thus being more flexible to adapt to other online media
sources.

Other works have also relied on characteristic features posted
online by users to detect accounts in social media. Sundaresan
et al. extracted Skype handles from public posts and translated
those to their actual IP address to characterize the location of
users in underground forums [12]. Gharibshah et al. presented
a cross-correlation between the IP addresses that users post and
the database from VirusTotal to understand and characterize
malicious users [36]. Egele et al. modeled message charac-
teristics on Social Networks to detect compromised (hacked)
accounts [37]. Similarly, Mariconti et al. presented the reuse
of usernames and identifiers in several well-known internet fo-
rums for certain malicious activities [38]. These works have
motivated our initial election of features to link accounts.

Finally, the high amount of data extracted from online com-
munities (e.g., social networks or forums) hinders manual anal-
ysis. Edwards et al. surveyed the usage of automatic data min-
ing and machine learning models for law enforcement, noting
that one of the key problems is the lack of reliable datasets
and ground truth [39]. Similarly, approaches such as the one
exposed by Nunes et al. provide extensive use of large-scale
analytics to understand potential threats [30]. Overdorf et al.
used Machine Learning models to guess private relationships
between users [40]. However, authors used leaked datasets,
which are not always available and, its use raises ethical con-
cerns [41].

3. Methodology

The proposed methodology consists of four main steps (see
Figure 1). First it performs feature extraction and selection
from the raw content, tracking the features posted by each user
account. In this step, the investigator must select the features to
extract, and to create the corresponding methods (e.g., regular
expressions) to extract these from the data. In §3.1 we detail
the selection process conducted in our analysis. Second, to im-
prove performance and reduce noise, the methodology allows to
automatically conduct data reduction (e.g., removing accounts
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Figure 1: Scheme of the methodology used to extract pairs of similar user accounts.

that do not provide enough information to analyze similarities)
and normalization (§3.2). Third, for each feature, and each pair
of accounts, a distance metric is computed that considers: i) the
relevance of each of the feature values (i.e., number of times
that a pair of users share the same value), and ii) the relevance
of each of these values for each pair of accounts, which repre-
sents ‘how unique’ these values are for the accounts and in the
dataset. (§3.3). Finally, it aggregates the similarity metrics of
the various features into a single similarity score dubbed Multi-
Feature Similarity, or MultFS, which indicates the actual simi-
larity of each pair of accounts (§3.4). The higher the score, the
more similar these accounts are. A key aspect of this methodol-
ogy is that it prevents computing expensive operations and has
been designed as a flexible framework that can be executed in
other communities to discover related accounts. We note that
our methodology is fully automated, which facilitates its appli-
cation in real settings. An online investigator would only need
to adjust the feature extraction step, i.e., to select which features
need to be extracted, and to prepare regular expressions to ex-
tract them from the text (e.g., forum posts). One these features
are extracted and linked to the users that shared them, the rest
can be applied in a straightforward manner.

3.1. Feature Selection and Extraction

Data contained in underground forums are highly heteroge-
neous and unstructured. The first step of the methodology is
to choose and extract meaningful features from the raw con-
tent, employing regular expressions. Since the focus of the
methodology is to find related accounts, the features selected
must characterize almost uniquely the account from which it
was posted, e.g., user credentials, like emails or Skype han-
dles, and other identifiable information, like IPs or BTC wal-
let addresses. The feature selection is a process that should be
adapted to each particular scenario. Concretely in this work, we
extract the following features: links (in form of URLs), Skype
handles, email addresses, IP addresses, and cryptocurrency wal-
lets (concretely, Bitcoin identifiers, or BTC). The rationale be-
hind these is that in many cases, the analyzed forums are used as

actual marketplaces. In those, BTC addresses represent the fi-
nancial information, and, emails or Skype are employed as per-
sonal information for contact with sellers. We note that all the
previous features are language-agnostic, meaning that they are
useful to relate accounts independently of the language used.
Additionally, we extract all the trigrams (i.e., a sequence of 3
characters) from the content posted by each user, which allows
us to account for the writing stylometry.

The goal in this step is to create a mapping of users to the
values of these features. As described in §3.3, the metrics used
to score account similarities rely on the coincidences and the
relevance of the values posted for each of the selected features.
Below, we motivate our choice and describe the extraction pro-
cess the features used in our work. We note that the proposed
methodology can be extended with additional features and re-
quires specific knowledge of the target dataset.3

3.1.1. Links
Underground forums have become improvised marketplaces

and are used to promote and advertise various services and prod-
ucts. Typically, forum users post links to external hosting ser-
vices, e.g., to share pictures or videos. Forum users also post
links to share information from other personal sites (e.g., blogs
or social networks). Additionally, sellers provide links to their
products in third-party online shops, or even to their e-commerce
websites. Moreover, to make their product appealing, most sell-
ers provide banners in the form of pictures or videos, which
in turn are links to external sites. Therefore, links (as URLs)
can associate related accounts. However, while links represent
the behavior of users, there are certain links that, due to being
widely used, are not valid to relate two accounts (e.g., referring
other users to the Kali Linux download page). Based on this
premise, in Section 3.2, we carry out several sanitization and
cleanup processes that eliminate these values.

3For example, investigation on forums related to video-game hack and
cheats could include Steam accounts, a popular video game distribution ser-
vice.
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The extraction of links is based on regular expressions We
note that users might use anti-analysis techniques in which they
obfuscate the links to avoid the detection of those links, e.g., by
replacing ‘.’ characters with the ‘dot’ keyword or the ‘t’ by ‘x’
in HTTP. While we have not covered these evasion techniques
in our implementation, these could be easily integrated into our
methodology, e.g., by using heuristics to normalize the URLs.

3.1.2. Skype
Skype identifiers are commonly used in underground fo-

rums. Typically, these are used in two contexts: to negotiate
the trading (e.g., the price or conditions) or to establish exter-
nal relationships (e.g., for partnership or out-of-forum discus-
sions). In the former case, it is a common practice for sellers
to provide a Skype account for interested users, which allows
them to contact and solve doubts in a more direct manner. In
the latter, we observe users posting their accounts to create or
join groups with people about specific topics, or to engage with
conversations in topics of their interest. In both cases, two ac-
counts posting the same Skype handle imply that users behind
these accounts are the same or at least belong to the same group,
and thus are of interest for our study.

To extract Skype accounts, we follow instructions specified
in [42] to generate a Skype regular expression parser. User-
names contain 6 to 32 characters, which can be letters (low-
ercase), numbers, commas, periods, dashes, and underscores.
Additionally, in case that the account is created from a Non-
Microsoft mail service, the username contains the “live:” pre-
fix. Unfortunately, applying these rules to the forum data re-
turns a high volume of matching strings which are false posi-
tives. To prevent such situation, we only consider the structure
“Skype: <username>” (where “<username”> is obtained by
means of the regular expression). This is the most common way
in which members write their Skype accounts (e.g., “contact me
at Skype: foo”), and indeed this approach was applied in
previous work with underground forums [12]. The drawback is
that some identifiers are not extracted (thus reducing the cover-
age of our measurement). This limitation is partially overcome
due to the extraction of other features. Indeed, although this ap-
proach covers a subset of the total Skype accounts present, we
err on the side of reducing false positives.

3.1.3. Email
Until very recently, emails were the primary means for per-

sonal Internet communications. Nowadays, nearly all online
services that require registration rely on emails to identify users,
and thus added to a communication platform, emails have be-
come an all-purpose digital identity.

In the case of underground forums, we have identified two
main reasons by which emails are shared. On the one hand,
members write their emails to get in touch with other users, as
a personal identifier. On the other hand, we have observed lists
of leaked email accounts, which typically include the email and
the associated (sometimes hashed) password.

Since emails identify users uniquely, we consider this as an
important feature to extract. We use a regular expression to

extract all the existing emails that were posted by users. Con-
cretely, the regular expression looks for a sequence of alphanu-
meric characters, including the dot and plus sign, followed by
the address sign (@) and another sequence of alphanumeric
characters with at least one dot. Thus, our extraction includes
addresses using sub-aliases by means of the ’+’ sign.

3.1.4. IP
IP addresses unequivocally identify a computer on the Inter-

net. The exchange of these addresses is typical in underground
forums. For example, forum users could post IP to their own
hosted services, like gaming servers, bastion hosts, or Virtual
Private Networks.

Even with new servers adopting IPv6, by mid 2021 IPv4
is still the most prevalent on the internet, with over 94% use
according to [43]. Moreover, underground forums contain data
posted in the past, dating back various years, where IPv6 was
not even available. Thus, in our experimentation, we focus our
extraction on IPv4 addresses. These follow a common format,
which we encode in a regular expression to extract them from
the forum posts.

3.1.5. Bitcoin addresses
Another characteristic feature covered in our work is the

usage of Bitcoin (BTC) addresses. Like any other Blockchain
implementation, Bitcoin works by generating two complemen-
tary keys (public and private) which are represented by Base56
strings. The public key of a user is in turn used to send and
receive payments. During the last few years, Bitcoin has be-
come a common online payment method. Moreover, it has
been shown the preferred virtual currency used by underground
communities [10, 44], for example to ask for ransomware pay-
ments [45] or as the main payment method for trading illicit
goods and services [46, 47]. This is due to the sense of anonymity
provided [48]. Indeed, cryptocurrencies that make payments
untraceable (such as Monero) have become an important medium
for secure money laundering and have become a key part of the
cybercrime ecosystem [49]. We note that the usage of cryp-
tocurrencies is not necessarily a sign of illegal activities. How-
ever, these are frequently shared in underground forums, for
example, to ask for donations for a service or product given for
free (e.g., a tutorial).

While our methodology allows us to include any currency,
we have focused on Bitcoin, since it dominates the cryptocur-
rency landscape. In this case, the addresses follow a common
structure. Addresses start with the numbers 1 or 3 and are fol-
lowed by a string of 26 to 35 characters [50]. Accordingly, we
use a regular expression that encodes this format and extracts
the BTC addresses from the posts.

3.1.6. Trigrams
When an user writes in an internet forum, it inherently leaves

a personal footprint. The language, expressions, and grammar
mistakes characterize users and their way of expressing things.
Furthermore, in underground forums it is common to observe a
high prevalence of slang. Slang is the specific language devel-
oped by the interactions of individuals discussing a particular
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topic. The use of slang permits identifying areas of interest and
further characterizes the user. However, it hinders the use of
off-the-shelf NLP tools that have been proven effective in other
areas [51]. Accordingly, in this work, we extract the n-grams
(with n=3) from users’ messages to characterize these different
uses of language. While we do not aim at conducting further
stylometry analysis, these characteristics serve to find similar-
ities between users based on their use of the language. Since
this feature depends on the language being used, in our experi-
mentation we have only applied it to English-speaking forums.

3.2. Data Sanitization, Normalization and Reduction

Once the different features related to users are extracted, the
next step is to preprocess the dataset. First, the data is normal-
ized. Concretely, if the extracted features are not case-sensitive
(e.g., email or domains), the values can be transformed into the
lower case. Indeed, we have observed users mixing the up-
per and lower case indistinctly, and the objective is to remove
any possible redundancy and normalize the values. Second, we
conduct data sanitization and reduction, to remove instances not
providing enough information to identify account relationships.
To speed up the process, we combine sparse matrices and map
structures (i.e., dictionaries) for auxiliary purposes. Sparse ma-
trices have the advantage that they reduce a lot the storage in
memory of big amounts of data while dictionaries enhance the
data access complexity.

For each feature f ∈ F (note, that we explicitly remove it
from mathematical notation), we create two indexed dictionar-
ies to map each user to a user identifier Duser : ui 7→ i and each
value to a value identifier Dvalue : v j 7→ j. Then, we represent
users and values in a matrix A f = {ai, j|ui ∈ U, v j ∈ V} in which
each row i corresponds with user ui and each column j corre-
sponds with value v j. Thus, the value ai, j is the number of times
that user ui have posted value v j in the forum. Thus, removal
of users and values only requires removing their correspond-
ing row or column respectively. This step is only performed at
the end to speed up the removal, thus, the different rows and
columns are marked to be removed. This implies just one re-
scaling and re-indexing of the matrix and permits faster index-
ing and optimization of storage space in memory. Moreover,
the use of these data structures allows for efficient sanitization
since we can speed up the search.

To reduce the dataset, we remove unnecessary values. First,
we remove all the values that are only shared by a single ac-
count since these cannot be used to create relationships with
other accounts. This is the first process since it requires little
computation effort and a large amount of information can be
removed. Second, we also conduct ad-hoc reduction for links,
IP addresses and trigrams using custom heuristics. We note
that these heuristics can be tuned specifically for each particu-
lar scenario. Concretely, for our experimentation we proceed as
follows:

1. Links. We remove internal links. We consider a link to be
internal when it contains the domain of the forum where
it was posted (e.g., users referring to another thread in
the forum). Furthermore, to reduce false positives, we

also remove host-only links i.e., those that do not provide
a path in the URL, e.g., www.mainsite.com). It might in-
crease the risk of having false negatives, e.g., in cases
where two accounts share a link to an external owned
host. Since the proposed methodology uses more fea-
tures, we chose to err on the side of minimizing false
positives.

2. IP addresses. We use a whitelist of reserved addresses,
i.e., addresses whose usage is specific to cases such as lo-
cal area networks (e.g., 192.168.0.0/16), local-hosts (e.g.,
127.0.0.1), or masks (e.g., 255.255.0.0). For example,
many tutorials use local IP addresses to explain how to
set up local environments. Thus, we remove these IP ad-
dresses since they do not imply any relationship between
users. Additionally, some users provide a large list of IP
addresses, e.g., to share proxies. These are not valid to
characterize accounts. Thus, we filter out IP addresses
that are shared in large lists (i.e., having 30 or more dis-
tinct addresses).

3. Trigrams. We remove trigrams that contain non-ASCII
characters. This is due to various users using special
characters to represent emojis or other graphical ideograms
in text. In these cases, trigrams are not representative of
a single user, and two different accounts might be well
using the same ideogram and not being related. While it
may impact the feature performance, we reduce the num-
ber of false positives. Additionally, given the variety of
features, the methodology remains unaffected.

Finally, we repeat the removal of those values that appear
only once (i.e., they are shared by a single account). Then, we
remove accounts that do not have any associated values.

As a result of this process, we obtain a cleaned and normal-
ized dataset of users mapped to the values. This way, we reduce
the processing time required in the next steps.

3.3. Distance Computation and Vectorization

Once the dataset is reduced and normalized, the next step
is to compute the similarity metrics for each pair of users. The
simplest approach would be to perform one-to-one comparisons
of the features for each pair of users (this is referred to as ‘base-
line’ algorithm in §4.2). This solution is not scalable, even after
the dataset is sanitized and reduced. For example, a dataset of
10k users (e.g., a medium-size forum) would require the evalu-
ation of nearly 50M pairs of users.

Processing large datasets requires efficient data structures to
perform computations in RAM and to optimize the use of the
disk. Thus, sparse and persistent matrices are used. Indeed, it
is needed to optimize the computation of each of the pairs (i.e.,
comparing each pair of users to find the intersection of values
shared by them), to reduce the performance required to compute
a huge number of pair combinations.

To efficiently compare pairs of users, we conduct all the
computations over matrices. Concretely, we leverage the in-
dexed data structures presented in §3.2 to create user-to-feature
matrices that can be efficiently stored and processed. For the
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comparison of the users in pairs, we define metrics that satisfy
three main requirements:

R1 Any pair of users with no relationship should acquire the
lowest score. This means that, if users Ua and Ub have
not posted any common information, their score must be
0.

R2 The higher the number of coincidences for a given fea-
ture, the higher the score. This means that if two users Ua

and Ub post the same information various times (e.g., the
same email and the same BTC address in various posts),
then they should receive a high score.

R3 The score of the pair should increase further if values that
coincide are rare (i.e., they have a low prevalence in the
dataset). For example, an ordinary IP is 8.8.8.8, the
DNS server offered by Google. Thus, the posting of this
value by two authors (for the feature IP) should have a
null or negligible increase in their mutual score.

Next, we describe the metrics used to analyze the similar-
ity of users. In a nutshell, for each pair of users in the dataset
(ui, u j ∈ U f ), and for each of the extracted features ( f ∈ F), we
calculate a Per-Feature distance metric that reflects how many
values of f are shared by ui and u j, and how unique these values
are. Here, uniqueness refers to how common or rare a feature
value is across all the users (for example, www.google.com is
a common value for the links across all users, whereas a par-
ticular URL referring to a personal resource shared in Pastebin
would be more unique or particular to certain users). Accord-
ingly, we obtain |F| different metrics (6 in our implementation)
for each pair of users. Then, these metrics are aggregated into a
unique metric dubbed Multi-Feature Similarity (MultFS) met-
ric, which fulfills the aforementioned requirements (§3.4).

Per-Feature distance metric. This metric is obtained from
a particular variation of the Term Frequency - Inverse Docu-
ment Frequency (tf-idf) metric used in Information Retrieval
to reflect the importance of a given word to a document in a
set of documents [52]. In this case, we define the Feature Fre-
quency (FF) as described in Equation 1. This frequency char-
acterizes the part that a feature value v j represents in the whole
data (

∑V
t=1 ai,t) of the user ui (i.e., it tells the importance of a

feature value for a user). It also enhances features that are char-
acteristic of one user, e.g., frequently-posted IPs or emails.

We also define the inverse user frequency (IUF), described
in Equation 2, which highlights feature values v j that are less
common across the different users U.

The FF metric can be calculated with complexity O(n ∗ U)
and the IUF metric with O(n ∗ V), that is, one operation per
feature value. The usage of sparse matrices and operations over
vectors allows us to speed up the computation.

FFv j,ui =
ai, j∑V
t=1 ai,t

(1)

IUFv j = log(
|U |∑U

i=1 di,v
) : di,v =

{
1 ui 7→ v
0 otherwise (2)

Once we have computed the FF for each user ui and value v j

and the IUF for each value, we can combine them into a single
metric by multiplying FFui,v j ∗ IUFv j . This product equally
considers the importance of each value for each user, i.e., how
often the value is shared by the user, and the uniqueness of such
value in the whole dataset, i.e. how ‘rare’ the value is for all the
users. This results in a matrix B f = {bi, j = FFui,v j ∗ IUFv j |ui ∈

U, v j ∈ V}.
At this point, we have achieved requirements R2 and R3.

To combine the users in pairs, we compute the scalar product
of the row vectors of the matrix B f each with the rest. This
last part is the most computationally expensive since we have
to perform half of the matrix multiplication to obtain the rela-
tions of all pairs, counting for a total ofO(U2) combinations. At
this point, we make use of efficient vectorized computation and
conversions of matrices to achieve cache efficiency and multi-
threading. It permits obtaining a new symmetric matrix C f of
dimensions U × U where the value of entry (ui, u j) is the simi-
larity between two users. In the case that they share no feature,
the scalar product remains 0, thus achieving requirement R1.

At the end of this process, each pair of users is assigned
with |F| scores (i.e, one distance metric for each of the extracted
features). In the next section, we define the Multi-Feature Sim-
ilarity (MultFS) metric, which combines these metrics into a
single value.

3.4. The Multi-Feature Similarity (MultFS) metric

In the last step of the proposed methodology, we need to
combine each of the pairwise similarities into one single metric.
The purpose of the MultFS score is to combine the metrics from
the different features equivalently. Due to the different scales
of the features, we normalize all the possible values into the
[0.0,1.0] interval. We use the min-max feature scaling method,
shown in Equation 3, where max is the maximum value for each
feature, and min is always zero.

norm(v) =
v − min

max − min
(3)

To combine the different scores into a single metric, we pro-
pose an aggregation technique that considers different weight-
ings for each feature, since these might have different meanings,
depending on the scenario. For example, in the case of under-
ground forums, most pairs likely share some trigrams, while it
is less likely to find pairs of accounts sharing the same Skype
identifier. Additionally, given that certain features are more
common, it is likely to have some features where the standard
deviation of the metrics are much bigger than others. Accord-
ingly, we scale the contribution of each feature to the MultFS
formula depending on its importance (i.e., the more unique a
feature is, the more important, and vice versa). For this, we ap-
ply the IUF equation with a slight modification that prevents a
feature shared by all pairs that get zeroed. It prevents remov-
ing feature values that are common to all users, for example,
trigrams. Accordingly, we define the Soft IUF (SIUF) func-
tion (described in Equation 4), which consistently adds one in
the formula to avoid zeroing elements. The result in our case
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is that most common terms get reduced, but they are still rele-
vant whereas, less used terms, such as Skype, are highlighted if
present. We denote the set of pairs as U × U, the normalized
pair similarity for feature f as P f = { f f ,i, j| f f ,i, j = norm(ci, j)}
(recall that the matrix C f is the resulting per feature pair simi-
larity matrix).

S IUF f = log(1+
|U × U |∑|U×U |
t=1 et, f

) : et, f =

{
1 (ui, u j) 7→ f
0 otherwise (4)

(5)MultFS UxU =

|F|∑
f =0

(P f ∗ S IUF f )

Finally, we consider the sum of the different per-feature
similarities to generate a MultFS per pair (Equation 5).

4. Analysis of underground forums

This section presents experimental results of the application
of the proposed methodology to a large corpus of data collected
from various underground forums (the dataset is described in
§4.1). First, we analyze the performance gained due to the opti-
mizations implemented to speed-up the comparison of accounts
from large datasets (§4.2). Then, we conduct different analyses
to validate the results of the methodology and to show how it
helps with online investigations to detect multi-accounts(§4.3).
Finally, we present case studies resulted from manual analysis
of a subset of interesting accounts. (§4.4).

4.1. Dataset

The gathering of data is the first step and one of the most
challenging to conduct online investigations [39]. For this project,
we use the CrimeBB dataset [10]. This dataset was provided by
the Cambridge Cybercrime Center under a legal agreement (see
§5). The dataset contains the data scrapped from various un-
derground forums, including both English and Russian forums.
Topics in these forums include various deviant topics, such as
computer hacking [4], video-game hacks and cheats [53] or so-
cial engineering techniques [54]. The dataset contains around
56M posts written by 1.1M accounts in 15 different forums.
The size of the dataset motivates the application of method-
ologies for automatic analysis that are focused on performance
efficiency.

4.2. Performance Analysis

One of the main goals of the proposed methodology is to
scale to datasets having a large set of accounts, and thus we
have designed a vectorized approach to optimize resources. To
quantify the improvements, we compare our approach to a base-
line algorithm. Such an algorithm gets the intersection of the set
of values shared by each pair of users and computes the scores
from the resulting set, i.e. it processes pairs of users at once.
For the comparison, we generate a test benchmark that is ex-
ecuted both by the baseline algorithm and by our vectorized
implementation.
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Figure 2: Vectorized Algorithm Speedup based on number of Users and Values.

We have experimented with various synthetic datasets, vary-
ing the number of users (U) and overall feature values (V).
Then, we randomly assign to each user u ∈ U a subset of v ∈ V
(which represents the sharing of features values by user u 7→ v).
We execute both algorithms in an Intel Xeon E5-2683 v3 @
2.00GHz with 56 cores and 64 GB of RAM running CentOS8.

Figure 2 shows the comparison of two algorithms, in terms
of execution time for the various tests. We observe that the im-
provement of the vectorized approach over the basic algorithm
increases both with the number of values and users. In settings
where the number of users and values is low, (i.e. less than 26

), there is little improvement, and even the vectorized approach
performs worst (red dots in the figure). This is due to the delay
imposed by the generation of the in-memory structures. How-
ever, the speedup gain increases exponentially as the number of
values and users increases. This quantitative analysis confirms
that our approach scales well for a large number of values.

The previous results were based on test samples. To calcu-
late the time saved on a real dataset, we analyze the execution
time of both algorithms on CrimeBB. Since it is unfeasible to
execute the basic implementation on the entire dataset, we ap-
ply linear regressions from the results obtained in the test sam-
ple. The results are presented in Table 1, including the total
number of values extracted (V) for each feature and the total
number of users (U), after the data reduction process. In all
cases, the speedup gained is above 104 seconds, but we ob-
serve that for larger sets of values, e.g. Links, the vectorized
approach performs 108 times better than the baseline. This im-
plies that, in the case of links, processing 524k values extracted
for 202k users takes around 24 minutes to complete in our ap-
proach, while in a baseline approach this would be infeasible
(i.e., more than 7.7k years), since the number of combinations
and the time to compute each pair increases factorially (i.e.,
adding the n+1 user would imply computing n+1 more pairs).

4.3. Detection of Multi-accounts

Multi-accounters (also called doppelgangers [55] or sock-
puppets [35]) are users that open more than one account to ob-
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Table 1: Algorithm execution time (seconds) estimated after dataset cleanup
for the vector and basic approaches.

F U V Vector Basic Speedup
IP 15 277 12 801 3e+01 7e+06 2.3e+05

Link 201 799 524 566 1.4e+03 2.4e+11 1.7e+08
Trigram 113 987 8391 1.7e+02 2.1e+08 1.3e+06

Skype 15 268 6659 2.3e+01 2.7e+06 1.2e+05
Email 28 848 18 333 6.3e+01 4.2e+07 6.6e+05
BTC 4894 3576 6.4e+00 1.2e+05 1.8e+04
Total 380 073 574 326 1.7e+03 2.4e+11 1.4e+08

tain some benefit, usually with illicit goals. Having multiple
accounts is prohibited in most online communities, and when
detected, these are banned. In this section, we leverage the in-
formation obtained from our methodology together with two
other sources of information to detect such accounts: i) data
related to the social network, and ii) the analysis of similar
pseudonyms used by the accounts. The main goal is to eval-
uate the soundness and validity of the proposed methodology
and to show how it can help during online investigations when
combined with other forensic approaches to analyze actors of
interest. We then conduct manual validation on a subset of 100
pairs of accounts to validate the detection. Finally, we apply
stylometry analysis on a subset of accounts to further investi-
gate whether they belong to the same user or not. This way, we
can compare the benefits of using our methodology to improve
existing approaches to detect multi-accounts.

Graph Analysis. The MultFS score indicates the similarity of
each pair of accounts, based on the artifacts left online in the
forums. However, two accounts might be well posting the same
artifacts, buy referring to each other (or even a third person),
e.g., to report scammers or to recommend other’s services. Thus,
we refine the identification process employing Social Network
Analysis. Concretely, we proceed as follows. First, we build
two different graphs:

1. Gm f s = {N, E}. A unique undirected graph where nodes
are forum accounts and edges represent that the two ac-
counts have been related by the MultFS. Accordingly,
edges are weighted by the MultFS score of the accounts
linked. Formally, each edge ei j ∈ E connects two nodes
ni, n j ∈ N and is weighted by MultFS ni,n j .

2. GS N(F) = {N, E}. For each underground forum F, we
build a directed graph representing the Social Network.
We follow the same approach made in previous works [4,
54]. Concretely, each node in the graph represents a fo-
rum account, and an edge ei j ∈ E from node ni to n j

(∀ni, n j ∈ N) is weighted by the number of responses of
user ni to a post previously made by n j.

Second, we calculate the connected components of Gm f s to
get the different sets of users that have been grouped according
to the MultFS. The size of these components indicates the num-
ber of accounts grouped. It is reasonable to expect that most of
these components will be of reduced sizes, e.g., the same user or
group managing 2 or 3 accounts. Indeed, in our experiments we

have obtained a total of 5 372 different groups, out of which the
majority are of size 2, i.e., pairs of users (4 494, 83.6%) and size
3 (698, 13%). Then, there are 173 groups of 4 users (3.22%),
3 groups of 5 users (0.06%). Finally, there are 4 groups of size
7,9,15, and 22 users each (0.08%).

Finally, we combine information from each of the graphs.
For each pair of accounts linked in Gm f s, provided that these
two accounts are from the same forum F, we check if they
are connected in GS N(F), and if so, we get the number of in-
teractions between them. The goal of this step is to enrich
the analysis by filtering out users that are strongly connected
in the Social Network, i.e., one is actively responding to the
other (and/or vice versa) with high frequency. Two accounts
are strongly connected if they have more than N interactions
(i.e., responses from one to the other), with the value N being
dependant on the total number of interactions made by the ac-
counts under investigation. The rationale behind this is that, if
two accounts belong to the same user, it is likely that these ac-
counts would not interact with each other as frequently as they
interact with other accounts.

Username similarity. The graph analysis only considers the in-
teractions of user accounts that belong to the same forum. Thus,
we analyze the similarity of the nicknames used by pairs of
accounts from different forums. We use the Jaro-Winkler dis-
tance, which provides an edit distance that considers the size
of the words being compared (with 1 indicating that the words
are the same) as well as common prefixes used in these [56].
We chose this metric due to it being faster than others, and it
is optimized for comparing small strings as in the case of user-
names [57, 58]. Before computing the distances, we transform
each username to lowercase. By manually inspecting the Jaro-
Winkler distances for 672 usernames, we establish a conserva-
tive threshold of 85% to consider two accounts being related in
our dataset. This way, we include usernames that are the same,
as well as usernames that do have small modifications, such as
character replacement related to leet (“l33t”) language or addi-
tions in form of suffixes such as ‘2’ or ‘unbanned’.

Validation of results. To validate the results of our methodol-
ogy, we manually analyze pairs of accounts that are only related
to each other (i.e. they form a connected component of size 2),
and that fulfill one of these two requirements:

1. If the accounts are from the same forum, they have less
than 5 interactions between them. The rationale is that, if
two accounts are from the same user or gang, they won’t
interact with each other.

2. If the accounts are from different forums, they are related
due to their username similarity. As described before,
this implies that their Jaro-Winkler distance is over 0.85
(out of 1).

Using these heuristics, we obtained a total of 3 716 pairs of ac-
counts. From these, we selected the top 200 according to their
MultFS score, and conducted conducted manual validation to
verify whether the accounts are from the same user or not. This
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validation consisted of the reading of the posts where the vari-
ous artifacts (e.g. Skype usernames or IP addresses) have been
posted. We consider two accounts belong to the same user if
there is clear evidence of it, i.e. the user provides strong evi-
dence of being the owner of the identifier posted by the two ac-
counts (e.g. “Add me on Skype: xxxxx” or “send me an email
to xxxxx”). Overall, we found that 60% of the pairs were from
the same user. In some cases (15%), we observe that the ac-
counts were wrongly related. Most commonly, this is due to
one account reporting the other as a scammer, or one account
quoting verbatim the content of the other account. We found
also threads where a user was being doxed (see §4.4), and thus
its personal information was being re-posted by various actors.
Finally, some accounts (25%) were providing the same identi-
fiers, but we were not able to find strong evidence of these being
the same user. Overall, the validation showed that 3 out of 5 of
the accounts that are linked using our methodology belong to
the same user. If we ignore those which are unknown, we ob-
serve a False Positive rate of 20%, which means that an online
investigator can expect that 80% of the accounts being linked
by our method actually belong to the same actor. In Section 5
we discuss about the limitations with respect to False Negatives
in our methodology.

Stylometry analysis. To further validate our methodology, we
use Doppelgänger-finder, a state-of-the-art stylometry analysis
tool, which was first used to detect multi-accounts in under-
ground forums [18] and later to analyze cross-domain accounts
on different social media sites [24]. The use of this tool on large
datasets is limited, e.g., dealing with more than 50 accounts
is computationally expensive and does not increase the accu-
racy of the classifier [24]. Accordingly, the validation works as
follows. First, we select the list of 100 pair-of-accounts with
higher MultFS, i.e., those that are most related and that also are
not connected in the social network graph or have a similar user-
name (see above). Since the validation method relies on natural
language analysis, we exclude accounts from Russian forums.
Second, we group the posts of each account in documents of
around 500 words and filter out pairs where one of the accounts
has less than 4k words [24]. This resulted in 13 pairs (26 ac-
counts) being analyzed. Third, we used JStylo [59] to extract
the same set of features from the documents originally used by
Afroz et al. [18]. Finally, we applied the open-source version
of Doppelgänger-finder to obtain the pairwise probabilities for
each of the accounts.

Results from Doppelgänger-finder can be analyzed either
using thresholds (which consider two accounts are from the
same user if their joined probability is above a predefined thresh-
old) [18] or considering accounts with higher probabilities [24],
i.e. to get the account that looks more similar to each other. The
former requires ground truth on the dataset to establish thresh-
olds. Thus, we follow the latter approach. For each account,
we get an ordered list based on how similar the other accounts
are (i.e., ordered by their joint stylometry probability). Accord-
ingly, for each of the 13 pairs, we analyze the ranks of each
partner from the list.

Table 2 shows this comparison (DGG is the Doppelgänger-

finder probability). D1 (D2) is the position of user 2 (1) in the
Doppelgänger-finder list of user 1 (2). Column 2 (DF?) indi-
cates whether the two accounts are from the same forum. We
have manually analyzed all the pairs and labeled them as either
the accounts being from the same user (S) or false positives (F)
(see column ‘Type’ in Table 2). We observe that out of the 13
analyzed pairs, only one is a False Positive. This pair has been
related by their MultFS due to one of the accounts quoting ver-
batim the content of the other account in the reply, including
the contact details. Most of the pairs have both members hav-
ing each other in the first position of their ranks, i.e. they have
the highest stylometry similarity and are thus most related to
each other. All these cases are pairs of accounts from the same
user. Only 2 pairs (#6 and #13) do not have similar stylometry.
One of them is the False Positive discussed before. The other
pair is undoubtedly from the same user, but we have observed
that the language used is complex, containing several grammat-
ical errors and typos, and also extended use of jargon. Under
these circumstances, analysis based on Natural Language Pro-
cessing has limitations [51]. Thus, methods that do not rely on
NLP (or a combination of these), like the one proposed here, are
a potential direction to improve investigations on online under-
ground communities. Two pairs contain accounts from different
forums.

In general, accounts that are linked using our methodology
also have similar stylometry, but this is not always the case.
Moreover, applying stylometry analysis with large datasets is
limited since it requires high computational resources and also
a minimum amount of text to do the analysis [18, 24], and in-
deed we were able to run the tool only over 13% of the pairs se-
lected for manual validation. It suggests that a hybrid approach
is a promising technique to deal with large-scale datasets and to
identify accounts from the same user. During our experimen-
tation, we have detected various accounts from Russian forums
and English forums that are closely related. While we have not
gone through further validation, due to our lack of understand-
ing of Russian, the features for which they are related indicate
a high likelihood of these belonging to the same user. Again, in
such a scenario, language-dependent techniques such as NLP
would fail to link accounts. Since we mostly rely on features
that are independent of the language, our method allows identi-
fying such accounts.

The proposed validation has two main limitations. First,
due to the lack of labeled data, it requires manual validation,
which is error-prone. We have partially addressed this limita-
tion by relying on strong evidence, i.e., checking that the in-
formation posted is claimed as being from the user who posts.
Second, our validation does not allow us to quantify at scale
the number of false positives and false negatives. Again, this
process would require a labeled dataset to actually account for
the number of mislabeled pairs. We note that the scope of the
methodology is to assist during online investigations, by auto-
matically linking related accounts. Thus, we next provide some
case studies on it could be used for such investigations.
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Pair SF? DGG MultFS D1 D2 SU?

1 3 0.114 135.762 1 1 3
2 3 0.024 121.143 1 1 3
3 3 0.011 136.690 1 1 3
4 3 0.050 143.939 1 1 3
5 3 0.068 162.113 1 1 3
6 3 0.002 124.744 14 4 3
7 3 0.056 133.872 1 1 3
8 3 0.005 149.433 1 1 3
9 5 0.052 141.755 1 1 3

10 3 0.028 200.000 1 1 3
11 3 0.052 125.098 1 1 3
12 5 0.198 108.237 1 1 3
13 3 0.001 128.520 12 10 5

Table 2: Analysis of the Doppelgänger Finder (DGG) and MultFS similarities.
SF? indicates whether the accounts are from the same forum (3) or not (5).
D1 and D2 are the positions of each other account in the DGG ranking. SU?
indicates whether the accounts are from the same user (3) or not (5), done by
manual inspection

4.4. Case Studies

As we have mentioned before, the purpose of our method-
ology is to identify related accounts. In this section, we analyze
some interesting cases of related accounts that do not necessar-
ily belong to the same user. As presented in §4.3, our method-
ology can be combined with other approaches (like SNA or sty-
lometry analysis) to further identify which of these related ac-
counts belong to the same user. We leave for future work the
analysis about the use of multiple accounts by the same user.

4.4.1. Proxy Sellers
We have identified a group of accounts sharing the same IP

addresses and links. These accounts are selling proxies and use
multiple forums. Three of them were selling the same products
(i.e., a single seller having multiple accounts or various mem-
bers of an organization), mostly proxies.4 Their posts mainly
consisted of large lists of IP addresses, together with the de-
scription of where these IP addresses were geographically lo-
cated. Additionally, each IP contained a link to an external
page, where the actual trading occurs. In one of the forums,
the activity carried out by the accounts was similar. By longitu-
dinal analysis of the posts and threads made by these accounts
on a single forum, we have seen that the group started their
business with an initial account. After a couple of months, they
created two other accounts. Indeed, the first account ceased
its activity soon after the two accounts were created. Both ac-
counts ceased activity on the same day and made their last post
at similar times. Regarding the posting hours, we manually ver-
ified that the average hours at which the users posted followed
similar patterns.

4Note that we ignore whether the infrastructure for these proxies was hacked
or stolen, or it comes from licit means.

4.4.2. Doxing
Trading in underground forums relies on trust [16, 15]. In

some cases, transactions end up in users giving their money to
sellers which do not respond and steal their money (i.e., scam-
mers). A common approach to revenge scammers is through
doxing [28], where scammed users post personal or identifiable
information about the scammers. One of the accounts is accus-
ing the other of having multiple accounts, and for such purpose,
he or she posted various contact details. This case shows that a
potential application of our approach would be to detect doxing
in underground forums since this practice commonly requires
posting personal information. Indeed, various of the accounts
that were wrongly identified as being from the same user (see
§4.3 was due to one of them was doxing the other, and thus
posting the same identifiers.

4.4.3. Bots
While our methodology has not been designed as a bot de-

tection system, in certain cases it can capture the usage of au-
tomated tools or bots in pairs of accounts. We have detected
various pairs of accounts using similar or the same posts to ad-
vertise some products or services or to increment the traffic or
views in certain threads. They were advertising various third-
party services, with links to such services. These accounts have
different names, but were registered at the same time, and had
their last post the same day. Thus, these were most probably
created and operated by automated means (i.e., bots). Thus,
these are spam-bots. Moreover, we have verified that these ac-
counts have been banned and no longer exist in the online fo-
rum.

4.4.4. Post Copies/Plagiarism
Some pairs were related due to the members copying posts.

These were both highly-related, since the information posted
is the same, and this information included links and contact
emails. In one of the cases, the information that our system
considered to relate a variety of accounts refers to a tutorial on
a stresser service setup (used to create DDoS attacks), which
included various configuration parameters that were unique for
such service. After analyzing other posts, they seem to be dif-
ferent users that copied the tutorial from the same source. In an-
other case, the accounts were related because they were copying
a tutorial related to email spam. This tutorial included emails
and IP addresses and was classified as related. These situations
result in false positives for our system. Still, we consider these
accounts are somehow related (i.e., they are posting the same
tutorial), and thus might be of interest to investigate specific ac-
tivities. We recall that our methodology is not intended to indi-
cate the reason by which two accounts are related, but to detect
such relationships at scale. In the particular case of accounts
posting copies, the intention can vary from sharing some useful
information (e.g., to gain reputation), to promote others’ prod-
ucts or services by reselling, or to gain notoriety by popping
up their post. Indeed, without analyzing further context (e.g.,
the replies), it is challenging to understand whether accounts
posting the same content are indeed from the same user (e.g.,
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users diversifying their activity across forums), or one copying
content from the other.

5. Discussions

This work presents a methodology to improve investiga-
tions of cybercrime activities sustained by online social media
sources. In this section, we discuss the limitations, potential
applications, and associated ethical issues.

Limitations. We manually select the features used for the
comparison of accounts, which are based on existing works
and our expertise related to the analysis of underground fo-
rums. Nevertheless, this set can be modified or extended when
adapted to other social media platforms. We assume that users
either do not care about their accounts being linked, or they
make mistakes. If they do not share any of these features or are
cautious to use different ones, then our methodology would fail
to detect them, turning into false negatives. However, previous
investigations have shown that this information is not always
hidden, even by high profile actors [27, 19]. If these identi-
fiers are present in the dataset, then our methodology would
link the accounts together. Moreover, the main contribution of
the proposed methodology is that it helps to quickly process a
large dataset and link together accounts that are related. These
relations are in many cases due to being from the same actor
(see §4.3). Also, some users might use techniques to bypass
automatic scrapings, such as changing ‘http’ by ‘hxxp’ or the
@ symbol for ‘at’ Our current implementation does not deal
with all possible cases, though these can be easily included by
adding heuristics or improving the regular expressions used for
data extraction. Similarly, the feature extraction might include
values that do not belong to the corresponding feature, e.g., text
resembling BTC addresses or IPs due to these having the same
format. We have partially overcome this limitation by sanitizing
and reducing the dataset as explained in §3.2. It is important to
note that certain accounts might get a higher degree of similar-
ity due to plagiarism, i.e., a user that copies the contents of an-
other user. We note that our methodology allows linking these
two accounts together since it might be of interest in certain
investigations. As explained before, our validation was done
by manually inspecting the posts of a limited subset of pairs of
users where the accounts have shared the same artifact. This
requires a certain amount of manual effort and does not scale,
so it does not allow to quantify the accuracy of the process.
Thus, the proposed approach must be considered as an auxil-
iary tool to help manual investigators, which at the end must
collect proper evidence that must be used in court, a process
that is challenging employing fully-automated tools. Also, as
discussed before, a limitation of our methodology is that it only
works when two accounts provide similar information. In case
this information is missing, then the analysis must uniquely rely
on other methods, like stylometry analysis or social network
analysis. Nevertheless, the benefits of the proposed method-
ology outweigh its limitations, and can be used together with
other approaches. State of the art tools are not able to deal with
large datasets, and simple pattern extraction does not work due

to the need to process and link together a large number of user
accounts with their features.

Potential applications. The proposed methodology can be
beneficial in various domains. Firstly, it can assist law enforce-
ment and cyber-intelligence practitioners to quickly get inter-
esting accounts out of a pool of members, or to identify ac-
counts with stronger links to a known offender. Another po-
tential application would be for forum administrators. Certain
forums do prohibit the possession of multiple accounts, and
identifying related accounts may increase the security of these
forums, as well as removing certain account behaviors such as
spamming or botting. Additionally, this methodology can be
incorporated to improve existing analysis approaches of social
media data. For example, it can be used to reduce the number of
users being analyzed in resource-consuming processes like sty-
lometry analysis [55]. Also, it can improve social network anal-
ysis, e.g., by grouping accounts belonging to the same actor, or
by creating new links between nodes based on their MultFS
similarity. Finally, our methodology can be used to generate a
ground-truth for testing supervised algorithms used to capture
similarities between pairs of users by other means. It can be
adapted to various domains, provided that the online investi-
gator(s) properly select and extract the features and provide a
mapping of these features to the users that shared them. Then,
the rest can be applied directly in an automated way.
Ethics. This project deals with a dataset collected by the Cam-
bridge Cybercrime Centre which was shared with us under a
legal agreement. We comply with the terms and restrictions of
the data usage stated on such agreement and follow standard
guidelines in computer science research [60, 41]. Concretely,
we only use the data for the research exposed in this document.
Even though the main purpose of this project is to identify re-
lated accounts, we do not aim at identifying the individuals be-
hind these accounts. Thus, we never process information out
of what these users have shared publicly in the forums, even
if such analysis would have been useful to refine our measure-
ments. For example, we do not aim at geolocating the IPs or
to further explore the links. Moreover, to reduce the potential
harm caused to these individuals, we do not publish or disclose
any personally identifiable information posted in the forums.
Also, to reduce the likelihood that the identities of the users
could be leaked, we were careful with the presentation of our re-
sults (e.g. not providing further details on the case studies). The
data is treated with due precautions, stored encrypted in one of
our servers, and with access restricted only to the authors of this
work. Finally, to preserve justice and fairness, we do not arbi-
trarily target specific groups based on any non-technical factors
such as social, racial, or religious issues.

Reproducibility. Finally, to foster reproducibility, we make
our code publicly available. 5 Note that, in order to repro-
duce our results, researchers must contact the Cambridge Cy-
bercrime Centre and request access to the CrimeBB dataset
used in our experiments. 6

5https://github.com/jcabrero/multfs_public
6www.cambridgecybercrime.uk
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6. Conclusions

Online media sources, such as underground forums and mar-
kets, are a valuable source of information for security practi-
tioners and law enforcement. Most of these are openly acces-
sible and only require users to register an account. Users can
thus make use of various accounts, for example, to hinder law
enforcement investigations or to influence the market. In this
work, we have presented a methodology for the identification of
accounts that are related to each other. The methodology relies
on characteristic artifacts publicly posted by users (e.g. Skype
handles or email addresses) and is able to compute similarities
of a pair of users even in forums of different languages. The
methodology is designed to analyze online identities at scale, in
reduced time frames, and thus can deal with large datasets. We
conduct our experimentation with a dataset of more than 56M
posts from underground forums and show how our methodol-
ogy can be combined with existing approaches to assist in on-
line investigations. The proposed methodology is flexible and
can be adapted to the analysis of other online media sources.
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